Variational multiscale stabilized FEM formulations for transport equations: stochastic advection-diffusion and incompressible stochastic Navier-Stokes equations
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Abstract

An extension of the deterministic variational multiscale (VMS) approach with algebraic subgrid scale (SGS) modeling is considered for developing stabilized finite element formulations for the stochastic advection and the incompressible stochastic Navier-Stokes equations. The stabilized formulations are numerically implemented using the spectral stochastic formulation of the finite element method (SSFEM). Generalized polynomial chaos and Karhunen-Loève expansion techniques are used for representation of uncertain quantities. The proposed stabilized method is then applied to various standard advection-diffusion and fluid-flow examples with uncertainty in essential boundary conditions. Comparisons are drawn between the numerical solutions and Monte Carlo/analytical solutions wherever possible.
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1 Introduction

In the past decade, there has been a considerable interest in solving realistic problems of transport and fluid flow. A majority of these problems can be
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modeled with the advection-diffusion and the incompressible Navier-Stokes equations. Numerical solution of these equations presents difficulties in the presence of boundary or internal layers where sharp gradients can occur in the solution due to high Péclet numbers and/or Reynolds numbers. Further errors are introduced due to phase, amplitude errors and pollution of the solution due to excess diffusion. A majority of the devoted research effort in this area has been directed towards solution of these problems under the assumption of ideal input (precise inlet boundary conditions, initial conditions, material properties and computational domain). In practice, this is hardly the case and the input is always polluted with uncertainties. This necessitates stochastic approaches for modeling fluid flow and transport.

In this context, the perturbation method and the method of moments have been successfully applied to analyze flow in porous media, contaminant transport and problems related to groundwater transport [1–3]. Sensitivity derivatives have also been used for investigating free-convection [4], the k-ε turbulence model and supersonic flow [5–7]. However, these methods are limited to small fluctuations and do not provide detailed information about higher order statistics of the solution. Further, the perturbation method can become intractable for moments of order greater than two. The Monte Carlo method can be applied but is computationally expensive and can become unrealistic even for simple flow problems. A more effective approach based on the spectral representation of uncertainty was introduced by Ghanem and Spanos [8] wherein the stochastic solution is represented as a sum of projections on an appropriate Hilbert space of random variables. Such a representation was shown to converge to the exact stochastic solution in the $L_2$ sense [9] and hence, in probability distribution. This approach known popularly as the spectral stochastic approach has been successfully used to investigate stochastic transport and fluid-flow problems using finite-differences [10–12] and flow in random media [13]. The spectral stochastic approach in conjunction with the spectral FEM has been applied to flow-structure interactions and stochastic advection [14–16]. However, all these techniques do not fall under the category of Galerkin finite elements that require stabilization.

Stabilized finite elements for fluid-flow and transport have grown in popularity over the last two decades starting from the initial techniques like SUPG, Galerkin least squares (GLS), the SUPG-PSPG method [17–20] up to the more recent residual free bubbles, subgrid scale models and the variational multiscale framework [21–25]. In this context, it is also worth mentioning the multiscale finite element method developed in references [26–28]. The variational multiscale method has been used for large eddy simulation of turbulent flows [29–31]. It provides a mathematically rigorous framework for stabilization of convection dominant flows. It unifies the concepts of residual free bubbles, subgrid scale models and Green’s functions and encompasses other stabilization techniques like SUPG, SUPG-PSPG and GLS. The purpose of this paper is to
integrate the variational multiscale method in a spectral stochastic approach to derive stabilized FEM formulations for the stochastic advection-diffusion and incompressible stochastic Navier-Stokes equations.

The paper is organized as follows. We begin in Section 2 with a brief introduction to the spectral stochastic framework. In Sections 3 and 4, the definitions of scalar stochastic advection-diffusion and incompressible stochastic Navier-Stokes equations are considered, respectively. The variational multiscale framework for deriving a stabilized framework for the solution of the above equations is also presented. Following this, Section 5 presents some details of the finite element implementation of the spectral stochastic framework. Several numerical examples are considered in Section 6 to validate the accuracy, convergence and efficiency of the proposed scheme in the context of steady and transient advection-diffusion problems and standard benchmark fluid-flow examples. Finally, in Section 7, the paper concludes with a brief summary of inferences and suggestions for future investigation.

2 Stochastic framework and spectral approach

2.1 Probability space and spectral representations

Let \((\Omega, \mathcal{F}, \mathcal{P})\) be a probability space, where, \(\Omega\) is the space of basic outcomes, \(\mathcal{F}\) is the minimal \(\sigma\)-algebra of the subsets of \(\Omega\) and \(\mathcal{P}\) is the probability measure on \(\mathcal{F}\). The \(\sigma\)-algebra \(\mathcal{F}\) can be viewed as a collection of all possible events that can be derived from the basic outcomes in \(\Omega\) and have a well defined probability with respect to \(\mathcal{P}\). The notation \(\omega\) will be used to refer to the basic outcomes in the sample space, i.e. \(\omega \in \Omega\) [32].

In this framework, a real-valued random variable \(X\) is defined as a function that maps the probability space to the real line or a subset of the real line. In short \(X : (\Omega, \mathcal{F}, \mathcal{P}) \rightarrow \mathbb{R}\). The expected value of \(X\), when it exists, is denoted as

\[
EX = \int_{\Omega} X(\omega) d\mathcal{P}(\omega) = \int_{\mathbb{R}} xdF(x),
\]

where, \(F(x)\) is the probability distribution measure for \(X\) defined on the real line \(\mathbb{R}\) or a part of it [33]. Further, a part of the real line denoted as \(\mathbb{B}\) can be mapped back to the sample space via \(X^{-1}(\mathbb{B})\) and the following probability relation holds

\[
F(\mathbb{B}) = \mathcal{P}(X^{-1}(\mathbb{B})).
\]
We will assume in all of our work that $F(x)$ is continuous (or with finite discontinuities) with respect to the Lebesgue measure. This justifies the usage of probability density/mass functions for stochastic quantities and it is a reasonable assumption for most continuum quantities of interest (such as velocity, temperature, pressure and other).

The space of all second-order random variables is denoted by $L_2(\Omega, \mathcal{F}, \mathbb{P})$ and is defined as the Hilbert space formed by random variables $X(\omega)$ equipped with the mean-square norm

$$||X(\omega)||_{L_2(\Omega)} = (E|X(\omega)|^2)^{\frac{1}{2}} < \infty.$$  

(3)

For notational convenience, we shall refer to $L_2(\Omega, \mathcal{F}, \mathbb{P})$ as $L_2(\Omega)$ with the understanding that $L_2(\Omega) = \{X(\omega) : E|X(\omega)|^2 < \infty\}$. It can also be shown that $L_2(\Omega)$ is complete [33]. Thus, any random variable $X(\omega) \in L_2(\Omega)$ can be expressed as a summation

$$X(\omega) = \sum_{i=0}^{\infty} X_i \zeta_i(\omega),$$  

(4)

where, $\zeta = \{\zeta_i(\omega)\}_{i=0}^{\infty}$ form a basis of $L_2(\Omega)$ and $\{X_i\}_{i=0}^{\infty}$ denote the projections of $X(\omega)$ onto the basis $\zeta$. We can also extend Eq. (4) to include space-time stochastic processes with finite second moment at each point in space and time.

$$w(x, t, \omega) = \sum_{i=0}^{\infty} w_i(x, t) \zeta_i(\omega).$$  

(5)

2.2 Finite dimensional subspaces of $L_2(\Omega)$ and spectral approximation of stochastic quantities

Eq. (4) involves an infinite summation and hence is computationally intractable. Therefore, we consider finite-dimensional subspaces of $L_2(\Omega)$ that best represent the uncertainty in $X(\omega)$. Such subspaces can be defined by an appropriate choice of basis. The most popular methods for choosing the basis are as follows:

Karhunen-Loève expansion (KLE): The KLE for a stochastic process $W(x, t, \omega)$ is based on the spectral decomposition of its covariance function $R_{hh}(y_1, y_2)$. Here, $y_1$ and $y_2$ denote the spatio-temporal coordinates $(x_1, t_1)$ and $(x_2, t_2)$, respectively. By definition, the covariance function is symmetric and positive definite and has real positive eigenvalues. Further, all its eigenfunctions are orthogonal and span the space to which $W(x, t, \omega)$ belongs. The expansion
can be written as
\[ W(x, t, \omega) = EW(x, t) + \sum_{i=0}^{\infty} \sqrt{\lambda_i} \phi_i(x, t) \xi_i(\omega), \]  
(6)

where, \( EW(x, t) \) denotes the mean of the process and \( \{\xi_i(\omega)\}_{i=0}^{\infty} \) forms a set of uncorrelated random variables whose distribution has to be determined [32]. Also \( \{\xi_i(\omega)\}_{i=0}^{\infty} \) span \( L_2(\Omega) \). \( \{\phi_i(x, t)\}_{i=0}^{\infty} \) and \( \{\lambda_i\}_{i=0}^{\infty} \) form the eigen-pairs of the covariance function, i.e.
\[ \int_{(D \times T)} R_{hh}(y_1, y_2) \phi_i(y_2) dy_2 = \lambda_i \phi_i(y_1), \]  
(7)

where \( D \) and \( T \) denote the spatial and temporal domains, respectively. The chief characteristic of the KLE is that the spatio-temporal randomness has been decomposed into a set of deterministic functions multiplying random variables. These deterministic functions can also be thought of as representing the scales of fluctuations of the process. The KLE is mean-square convergent to the original process \( W(x, t, \omega) \) provided the process has finite variance. The expansion in Eq. (6) is typically truncated to a finite number of summation terms. The closer a process is to white noise, the more the number of terms needed for approximation, on the other hand a random variable requires just one term in the KLE. The main disadvantage of this technique is that it requires knowledge of the covariance function. This is typically not available especially for the solution of a coupled system of stochastic partial differential equations. Thus, we consider the generalized polynomial chaos expansion approach that is discussed next.

**Generalized polynomial chaos expansion (GPCE):** The original Wiener polynomial chaos employs Hermite polynomials in multi-dimensional Gaussian random variables as the trial basis for \( L_2(\Omega) \) [34]. Cameron and Martin proved that such a choice of basis leads to an expansion that is convergent in mean-square sense to the original process [9]. The Wiener-polynomial chaos expansion for a second-order random variable can be written as follows:
\[ X(\omega) = a_0 X_0 + \sum_{i_1=1}^{n} a_{i_1} H_1(\xi_{i_1}(\omega)) + \ldots \]
\[ + \sum_{i_1=1}^{n} \ldots \sum_{i_n=1}^{i_{n-1}} a_{i_1i_2\ldots i_n} H_n(\xi_{i_1}(\omega), \ldots, \xi_{i_n}(\omega)) + \ldots, \]  
(8)

where, \( H_n(\xi_{i_1}(\omega), \ldots, \xi_{i_n}(\omega)) \) denote Hermite polynomials of order \( (n) \) in independent identically distributed Gaussian random variables \( \xi = (\xi_1, \ldots, \xi_n) \).
The general expression for the Hermite polynomials is given as

\[ H_n(\xi_1(\omega), \ldots, \xi_n(\omega)) = \exp \left( \frac{1}{2} \xi^T \xi \right) (-1)^n \frac{\partial^n}{\partial \xi_1 \ldots \partial \xi_n} \exp \left( -\frac{1}{2} \xi^T \xi \right), \]  

(9)

where \( i_1 + i_2 + \ldots + i_n = n \).

For notational convenience, we rewrite Eq. (8) as

\[ X(\omega) = \sum_{j=0}^{\infty} \hat{a}_j \psi_j(\xi). \]  

(10)

There is a one-to-one correspondence between \( H_n(\xi) \) and \( \psi_j(\xi) \). The set of polynomials \( \{\psi_j(\xi)\}_{j=0}^{\infty} \) form a complete orthogonal basis spanning \( L_2(\Omega) \). The orthogonality relation can be expressed as

\[ E[\psi_i(\xi) \psi_j(\xi)] = E[\psi_i(\xi)^2] \delta_{ij}, \]  

(11)

where \( \delta_{ij} \) is the Kronecker delta operator, and the expectation operator is defined along the same lines as in Eq. (1). It should be noted here that since \( \xi \) is a vector of \( n \)-uncorrelated Gaussian random variables, the probability density measure \( dF(\xi) \) can be written as

\[ dF(\xi) = (2\pi)^{-n/2} \exp \left( -\frac{1}{2} \xi^T \xi \right) d\xi. \]  

(12)

The original Wiener-polynomial chaos has been successfully used in solving several stochastic PDEs with Gaussian inputs and some stochastic PDEs with allied non-Gaussian inputs (e.g log-Normal) [8], [10]-[13]. However, in general for non-Gaussian inputs, the optimal exponential convergence rate will not be realized. Karniadakis et al. found that the rate of convergence severely deteriorates in some cases [15]. Thus, in this work, we choose the basis from the broad Askey scheme of orthogonal polynomials. This helps in selecting optimal bases for a wide variety of non-Gaussian inputs. The generalized polynomial chaos expansion for \( X(\omega) \) can be written as the following [14]:

\[ X(\omega) = a_0 I_0 + \sum_{i_1=1}^{n} a_{i_1} I_1(\zeta_{i_1}(\omega)) + \ldots \]

\[ + \sum_{i_1=1}^{n} \sum_{i_2=1}^{i_1-1} \sum_{i_3=1}^{i_2-1} \ldots \sum_{i_n=1}^{i_{n-1}} a_{i_1i_2\ldots i_n} I_n(\zeta_{i_1}(\omega), \ldots, \zeta_{i_n}(\omega)) + \ldots, \]  

(13)

where \( I_n(\zeta_{i_1}(\omega), \ldots, \zeta_{i_n}(\omega)) \) denotes the Wiener-Askey polynomial chaos of order \( n \) in terms of the uncorrelated random vector \( \zeta = (\zeta_1(\omega), \ldots, \zeta_n(\omega)) \).
Table 1
Orthogonal polynomials from Askey series with associated random variables [35]

<table>
<thead>
<tr>
<th>Random variable</th>
<th>Askey chaos</th>
<th>Support space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>Hermite-polynomials</td>
<td>(-∞, ∞)</td>
</tr>
<tr>
<td>Uniform</td>
<td>Legendre-polynomials</td>
<td>[-1,1]</td>
</tr>
<tr>
<td>Beta</td>
<td>Jacobi-polynomials</td>
<td>[a, b]</td>
</tr>
<tr>
<td>Gamma</td>
<td>Laguerre-polynomials</td>
<td>[0, ∞)</td>
</tr>
</tbody>
</table>

Again, for notational convenience we write

\[ X(\omega) = \sum_{j=0}^{\infty} \hat{a}_j \psi_j(\zeta), \tag{14} \]

where \( \psi_j(\zeta) \) here has a one-to-one relationship with an Askey polynomial \( I_n(\zeta_1, \ldots, \zeta_n) \).

It can be shown by generalizing the Cameron and Martin theorem that this expansion converges to any second-order random variable in the \( L_2 \) sense [9].

Table 1 provides classes of Askey polynomials that have the same weighting function as certain kind of distributions [35].

3 The stochastic advection-diffusion problem

Let \( \mathcal{D} \subset \mathbb{R}^d \), where \( d \geq 1 \) is the number of space dimensions, be an open, bounded, polyhedral domain with piecewise smooth boundary \( \Gamma \), \( \mathcal{T} = \{ t : t \in [0,T] \} \) and \( (\Omega, \mathcal{F}, \mathcal{P}) \) be a probability space. \( \mathcal{T} \) is identified as the time interval for simulation.

The transient advection and diffusion of a stochastic scalar process in the presence of a divergence-free stochastic velocity field \( \mathbf{a}(\mathbf{x}, \omega) \) in a medium with random non-negative diffusion coefficient \( \nu(\omega) \) can be defined as follows:

Find \( \phi(\mathbf{x}, t, \omega) : (\mathcal{D} \times \mathcal{T} \times \Omega) \mapsto \mathbb{R} \) such that

\[ \partial_t \phi + \mathcal{L} \phi = f, \quad (\mathbf{x}, t, \omega) \in (\mathcal{D} \times \mathcal{T} \times \Omega), \tag{15} \]
\[ \phi(\mathbf{x}, t, \omega) = g(\mathbf{x}, t, \omega), \quad (\mathbf{x}, t, \omega) \in (\Gamma \times \mathcal{T} \times \Omega), \tag{16} \]
\[ \phi(\mathbf{x}, 0, \omega) = \phi_0(\mathbf{x}, \omega), \quad (\mathbf{x}, \omega) \in (\mathcal{D} \times \Omega), \tag{17} \]

where \( \mathcal{L} \phi(\mathbf{x}, t, \omega) \) is the stochastic advective-diffusive operator defined as

\[ \mathcal{L} \phi(\mathbf{x}, t, \omega) = \mathbf{a} \cdot \nabla \phi - \nabla \cdot (\nu \nabla \phi). \tag{18} \]
\( f(x, t, \omega) : (D \times T \times \Omega) \mapsto \mathbb{R} \) is a source term and \( g(x, t, \omega) : (\Gamma \times T \times \Omega) \mapsto \mathbb{R} \) is the specified stochastic Dirichlet boundary condition.

It should be emphasized here that the probability model used for the advection velocity \( a(x, \omega) \) should ensure the divergence-free constraint \( \nabla \cdot a = 0 \) and the probability model used for the diffusion coefficient \( \nu(\omega) \) should have a non-negative support space.

Since Gaussian distribution assigns finite probability to negative values, the diffusion coefficient cannot be modeled as a Gaussian random variable. This startling result has been proved for the case of diffusion problems [36] wherein, it was shown that a Gaussian thermal conductivity assumption leads to an ill-posed polynomial chaos system of equations when implemented using the spectral stochastic finite element method.

The argument \( \omega \) shall henceforth be dropped if it is clear by the content that the quantities are random.

### 3.1 Variational formulation

Let \( \mathcal{U} \) denote the trial solution space and \( \mathcal{V} \) denote the weighting function space. \( \mathcal{U} \) and \( \mathcal{V} \) are defined as follows:

\[
\mathcal{U} = \{ u : u(x, t, \omega) \in H^1(D) \times L_2(T) \times L_2(\Omega), \quad u = g \text{ on } \Gamma \}, \quad (19)
\]

\[
\mathcal{V} = \{ v : v(x, \omega) \in H^1(D) \times L_2(\Omega), \quad v = 0 \text{ on } \Gamma \}, \quad (20)
\]

where, \( L_2(\Omega) \) denotes the space of second order random variables, \( L_2(T) \) denotes the space of square integrable functions defined on the time interval \( T \) and \( H^1(D) \) is the Sobolev space of square-integrable functions with square-integrable derivatives defined on the spatial domain \( D \).

The variational counterpart of the strong system of Eqs. (15)-(17) reads as follows:

Find \( \phi \in \mathcal{U} \) such that \( \forall \ w \in \mathcal{V} \) and \( \forall \ t \in T \)

\[
(\partial_t \phi, w) + b(\phi, w) = (f, w). \quad (21)
\]

The bilinear form \( b(\phi, w) \) introduced above is given by

\[
b(\phi, w) = (L\phi, w) = (\phi, L^*w) = (a \cdot \nabla \phi, w) + (\nu \nabla \phi, \nabla w)_v, \quad (22)
\]
where the inner-product \((g, h)_v\) is defined as
\[
(g, h)_v = \int_\Omega E[g(x, t, \omega) \cdot h(x, t, \omega)] d\omega = \int_\Omega \int g(x, t, \omega) h(x, t, \omega) d\omega d\omega \tag{23}
\]
and the inner-product \((g, h)\) for a given \(t \in T\) is defined as
\[
(g, h) = \int_\Omega E[g(x, t, \omega) h(x, t, \omega)] d\omega = \int_\Omega \int g(x, t, \omega) h(x, t, \omega) d\omega d\omega . \tag{24}
\]

It should be noted that the first two equalities in Eq. (22) require stronger regularity conditions (differentiability) on the solution \(\phi(x, t, \omega)\). The assumption that \(g(x, t, \omega)\) and \(h(x, t, \omega)\) are second order random processes together with the Schwarz inequality,
\[
E[g(x, t, \omega) h(x, t, \omega)] \leq (E|g(x, t, \omega)|^2)^{\frac{1}{2}} (E|h(x, t, \omega)|^2)^{\frac{1}{2}} < \infty, \tag{25}
\]
guarantee that the inner-product in Eq. (24) is finite.

### 3.2 Variational multiscale method

Let \(\phi = \tilde{\phi} + \phi'\) be an overlapping sum decomposition of the exact solution \(\phi(x, t, \omega)\), where, \(\tilde{\phi}\) represents the contribution due to resolved large scales and \(\phi'\) is the contribution due to unresolved small scales. The small scales will henceforth be referred to as subgrid scales [21,22,24,25]. Similar decomposition is considered for the weighting function \(w = \tilde{w} + w'\).

Let \(\mathcal{U} = \tilde{\mathcal{U}} \oplus \mathcal{U}'\) and \(\mathcal{V} = \tilde{\mathcal{V}} \oplus \mathcal{V}'\), where, \(\tilde{\mathcal{U}}\) and \(\mathcal{U}'\) represent the large and subgrid scale function spaces for the solution and let \(\tilde{\mathcal{V}}\) and \(\mathcal{V}'\) represent the large and subgrid scales for the weighting function. We further assume
\[
\begin{align*}
\tilde{\phi} &= g, & \forall \tilde{\phi} \in \tilde{\mathcal{U}}, x \in \Gamma, \\
\phi' &= 0, & \forall \phi' \in \mathcal{U}', x \in \Gamma, \\
\tilde{w} &= 0, & \forall \tilde{w} \in \tilde{\mathcal{V}}, x \in \Gamma, \\
w' &= 0, & \forall w' \in \mathcal{V}', x \in \Gamma. \tag{29}
\end{align*}
\]

The objective of the variational multiscale (VMS) method is to derive a variational statement for \(\tilde{\phi}\) that takes into account an approximate model for the subgrid scale solution \(\phi'\).

Typically, the large scale trial solution and weighting function spaces are associated with finite element spaces and hence are finite-dimensional. In contrast,
the subgrid scale function spaces do not possess scaling information and are infinite-dimensional.

Using the multiscale framework developed above, Eq. (21) can be split into two-scale problems as follows:

\[
\begin{align*}
(\partial_t \bar{\phi} + \partial_t \phi', \bar{w}) &+ b(\bar{\phi}, \bar{w}) + b(\phi', \bar{w}) = (f, \bar{w}), \\
(\partial_t \bar{\phi} + \partial_t \phi', w') &+ b(\bar{\phi}, w') + b(\phi', w') = (f, w').
\end{align*}
\]

(30)  

(31)

The main idea here is to use Eq. (31) to arrive at approximate model for \(\phi'(x, t, \omega)\). This approximate model is then used to eliminate \(\phi'\) from Eq. (30).

Until now, Eqs. (30) and (31) are exact, highly coupled and hence extremely tough to solve. Thus, several stages of modeling assumptions are introduced to simplify the subgrid scale Eq. (31).

Assumption I. The subgrid scales are quasi-static i.e. \(\partial_t \phi' \approx 0\). The validity of this assumption is discussed in [37–39]. This assumption requires that the time integration be accurate enough so that the large scale can capture the temporal variation of the solution. In problems involving high Reynolds number flows, one needs to explicitly track the subscales [40–42]. Since this preliminary effort is to integrate the variational multiscale method with the stochastic finite element method and to study the effects of stochastic modeling on the stabilization parameters, only quasistatic subgrid scales are investigated herein.

Eq. (31) can now be simplified as

\[
b(\phi', w') = (f - \partial_t \bar{\phi}, w') - b(\bar{\phi}, w').
\]

(32)

The above equation together with strong regularity conditions for \(\phi\) (see Eq. (22)) yields the following subgrid scale equation

For \(\phi' \in \mathcal{U}'\), the following is satisfied for all \(w' \in \mathcal{V}'\)

\[
(\mathcal{L}\phi', w') = (\mathcal{R}\bar{\phi}, w'),
\]

(33)

where, \(\mathcal{R}\bar{\phi}(x, t, \omega) = f - \partial_t \bar{\phi} - \mathcal{L}\bar{\phi}\) is the large scale residual.

Consider a finite element partition into elements indexed as \(\mathcal{E} = \{1, \ldots, Nel\}\), dividing the spatial domain \(\mathcal{D}\) into subdomains \(\mathcal{D}^{(e)}\) with element boundaries \(\Gamma^{(e)}\). The strong form of Eq. (33) is then approximated over each element \(e\) as follows:

\[
\mathcal{L}\phi' = \mathcal{R}\bar{\phi}, \quad (x, t, \omega) \in (\mathcal{D}^{(e)} \times \mathcal{T} \times \Omega),
\]

(34)
The assumption that the subgrid scale solution vanishes at element boundaries is a strong assumption and is intimately linked with the idea of residual-free bubble functions [23,43]. For computational simplicity, it is desirable to derive an approximate algebraic model for the subgrid scale solution. This leads to the second modeling assumption.

**Assumption II.** The algebraic subgrid scale model is considered to be of the form

\[
\phi'(x, t, \omega) \approx \tau(x, \omega) R \phi(x, t, \omega),
\]

where, the parameter \(\tau(x, \omega)\) is inherently stochastic and is interpreted as the intrinsic time scale for the stochastic subgrid solution.

With substitution of Eq. (36) into Eq. (30), the complete multiscale stabilized variational statement for the stochastic advection-diffusion problem can be written as

\[
(\partial_t \bar{\phi} + a \cdot \nabla \bar{\phi}, \bar{w} + \tau(x, \omega) [a \cdot \nabla \bar{w} + \nu(\omega) \Delta \bar{w}]) + (\nu(\omega) \nabla \bar{\phi}, \nabla \bar{w}) - (\nu(\omega) \Delta \bar{\phi}, \tau(x, \omega) [a \cdot \nabla \bar{w} + \nu(\omega) \Delta \bar{w}]) = (f, \bar{w} + \tau(x, \omega) [a \cdot \nabla \bar{w} + \nu(\omega) \Delta \bar{w}]),
\]

where \(\Delta\) denotes the Laplacian operator \(\nabla^2\). Typically for linear finite elements most of the terms in the above stabilized formulation drop out leading to a SUPG like formulation for stochastic advection-diffusion equation.

We shall now proceed to derive models for the intrinsic subgrid time scale. For simplicity, in the ensuing derivation it will be assumed that the advection velocity is constant in an element. The results however are general and can be used for velocity and diffusion coefficient varying within an element.

### 3.3 Models for \(\tau\) - intrinsic subgrid time scale

Models for the intrinsic subgrid time scale are not unique. Different models can be suggested based on the level of subgrid characterization desired, phase lag and transient behavior restrictions. All these models, however, should essentially possess similar behavior in the limits of pure advection and pure diffusion.

Several techniques such as Green’s function methods, Fourier analysis, Taylor series expansion can be employed to arrive at different models for \(\tau\). In this
work however, we follow the Fourier analysis approach. This helps keep the
derivation of $\tau$ consistent for the stochastic advection-diffusion and stochastic
Navier-Stokes problems.

We begin by introducing the Fourier transform of a generic stochastic function
$g(x, \omega)$ defined on an element $(e)$

$$\hat{g}(k, \omega) := \int_{D(e)} \exp \left( -i \frac{k \cdot x}{h} \right) g(x, \omega) dx,$$  \hspace{1cm} (38)

where $h$ is an elemental length parameter, $k$ denotes the wave number and $\omega$
denotes association with the probability space.

In the definition of variational multiscale framework, we interpreted the exact
solution as an overlapping sum of a resolved large scale component and an
unresolvable subgrid scale component. Thus in the wave number space, the
large scale solution corresponds to the lower wave number modes and the
subgrid scale solution corresponds to the larger wave number modes. This
allows us to arrive at an approximation for the spatial derivative of the generic
stochastic function $g(x, \omega)$.

$$\frac{\partial \hat{g}}{\partial x_j}(k, \omega) = \int_{\Gamma(e)} n_j \exp \left( -i \frac{k \cdot x}{h} \right) g(x, \omega) d\Gamma + i \frac{k_j}{h} \hat{g}(k, \omega) \approx i \frac{k_j}{h} \hat{g}(k, \omega),$$ \hspace{1cm} (39)

where $n_j$ is the $j$th component of the outward unit normal to the element $(e)$. The Fourier transform of the subgrid scale Eq. (34) now yields

$$\hat{\phi}'(k, t, \omega) \approx \hat{\tau}(k, \omega) \mathcal{R} \hat{\phi}(k, t, \omega), \quad \hat{\tau}(k, \omega) := \left( \nu(\omega) \frac{|k|^2}{h^2} + i \frac{k \cdot a}{h} \right)^{-1}.$$ \hspace{1cm} (40)

Note that in the above expression the assumption of velocity being constant
within an element is required. Using Plancheral’s formula and the mean value
theorem, we arrive at [38]

$$\tau(\omega) \approx \left[ (c_1(\omega) \frac{\nu(\omega)}{h^2})^2 + (c_2(\omega) \frac{|a|}{h})^2 \right]^{-\frac{1}{2}},$$ \hspace{1cm} (41)

where $|a| = |a(\omega)|$ is defined as

$$|a| = |a(\omega)| = \sqrt{a \cdot a}. \hspace{1cm} (42)$$

This choice of the intrinsic time scale makes $\tau(\omega) \mathcal{R} \hat{\phi}$ equal to the subgrid
solution $\phi'$ in the $L_2$ sense.
Furthermore, the asymptotic behavior of $\tau$ in the diffusive limit is dominated by the term $h^2 \nu(\omega)$ and the asymptotic behavior in the advection limit is dominated by the term $h |a|$. The intimate link between Eq. (41) and SUPG-like stabilization methods is seen by choosing the random constants as $c_1(\omega) = 4$ and $c_2(\omega) = 2$. This leads to an intrinsic subgrid time scale model of the form

$$
\tau(\omega) \approx \left[ \left(4 \frac{\nu(\omega)}{h^2}\right)^2 + \left(2 \frac{|a|}{h}\right)^2 \right]^{-\frac{1}{2}}.
$$

(43)

In this work, however, we chose a model having similar asymptotic properties as the model in Eq. (43). The proposed model minimizes phase lag in transient problems and extends to the more general case of spatially varying stochastic velocity field and random diffusion coefficient. It is given as:

$$
\tau(x, \omega) = \frac{h}{2|a(x, \omega)| f(\text{Pe}(x, \omega))},
$$

(44)

where, $h$ is the elemental length and the function $f(\text{Pe})$ is defined for linear finite elements as

$$
f(\text{Pe}) = \frac{\text{Pe}}{3} I_{[\text{Pe} < \text{Pe} \leq 3]}(\text{Pe}) + I_{[\text{Pe} \geq 3]}(\text{Pe}),
$$

(45)

where, $I_A(x)$ is the indicator function for set $\{A\}$ and Pe is the element Péclet number

$$
\text{Pe}(x, \omega) = \frac{|a(x, \omega)| h}{2 \nu(\omega)}.
$$

(46)

**Remark 1.** $\tau(x, \omega)$ represents the intrinsic time scale for a real process via the subgrid solution. Hence the model chosen for $\tau$ should ensure that the subgrid scale solution has finite statistical moments (mean and variance). However, the statistical behavior of $\tau$ depends on the kind of probability models chosen for the advection velocity and diffusion coefficient.

Given a model for $\tau(x, \omega)$, the above conditions constrain the probability models available for $a(x, \omega)$ and $\nu(\omega)$. Typically, spurious oscillations are noticed in the numerical solution when probability models with unbounded support space are specified for the advection velocity and diffusion coefficient. The models that fall under this category are normal, gamma and lognormal distribution models. Most probability models with finite support space are usually compatible with the proposed intrinsic time scale model. These include beta and uniform probability models.
We shall now elaborate on the remark using a simple one-dimensional advection-diffusion case study.

3.4 Intrinsic time scale models and induced constraints - A one-dimensional case study

Consider the one-dimensional version of the stochastic convection-diffusion problem defined by Eqs. (15)-(17) with the spatial domain \( D = [0, L] \). The norm of the advection velocity then simply is \( |a| \), the absolute value of \( a(x, \omega) \). We do not use boldface for the advection velocity since it has a single component. The intrinsic subgrid time scale \( \tau \) for this problem is as defined in Eq. (44). We now consider different probability models for advection velocity and diffusion coefficient and analyze the behavior of the subgrid scale solution.

3.4.1 Case I: Pure advection, no source term

In this case, the expression for \( \tau \) simplifies to

\[
\tau(x, \omega) = \frac{h}{2|a(x, \omega)|},
\]

and the subgrid scale solution can be written as

\[
\phi'(x, t, \omega) = -\frac{h}{2|a(x, \omega)|} \left( \partial_t \phi + a \frac{\partial \phi}{\partial x} \right).
\]

Since, \( \phi' \) represents the subgrid scale for a physical quantity, the statistical moments for \( \phi' \) up to second order should be finite [since \( \phi' \in H^1(D) \times L_2(T) \times L_2(\Omega) \)].

Expanding \( \phi' \) in a truncated generalized polynomial chaos expansion, we obtain the following:

\[
\phi'(x, t, \omega) = -\sum_{i=0}^{P} \frac{h}{2|a(x, \omega)|} \left( \partial_t \phi_i(\omega) + a \frac{\partial \phi_i}{\partial x} \right),
\]

where the polynomials \( \{ \psi_i(\omega) \}_{i=0}^{P} \) belong to the Askey series of orthogonal polynomials and form an orthogonal basis of \( L_2(\Omega) \).
If we consider the advection velocity to be a normal random variable with $N(\mu, \sigma)$ distribution, the mean of $\phi'$ can be written as

$$E\phi' = -\int_{-\infty}^\infty \sum_{i=0}^P \frac{h}{2|\mu + \sigma \xi|} \left( \partial_t \bar{\phi}_i(\xi) + a \frac{\partial \bar{\phi}_i(\xi)}{\partial x} \right) \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} \xi^2\right) d\xi. \quad (50)$$

Note that, in the above equations, $\omega$ dependence is shown via $\xi$ and that all polynomial chaoses are functions of $\xi$ (here Hermite polynomials).

In order for the above integral to converge, it can be shown that the following term needs to be finite (note that the coefficients of polynomial chaos $\bar{\phi}_0, \bar{\phi}_1, \ldots$, are deterministic):

$$\int_{-\infty}^\infty \frac{h}{2|\mu + \sigma \xi|} \left( \partial_t \bar{\phi}_0 + \mu \frac{\partial \bar{\phi}_0}{\partial x} \right) \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} \xi^2\right) d\xi. \quad (51)$$

However, the behavior of the above integral is governed by the divergent integral

$$\int_{-\infty}^\infty \frac{1}{2|\mu + \sigma \xi|} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} \xi^2\right) d\xi. \quad (52)$$

Hence, a normal distribution is not an appropriate model for the advection velocity under the proposed choice of $\tau$. However, if a uniform distribution model is chosen for $a$ with

$$a = \gamma + \delta \zeta(\omega), \quad \zeta \overset{d}{=} U[-1, 1], \quad \gamma, \delta > 0, \quad \delta < \gamma, \quad (53)$$

then it can be shown that the first two statistical moments of $\phi'$ are finite. The exact expressions are very complicated and hence are not supplied here. However, the counterpart of Eq. (51) can be written as

$$\int_{\gamma - \delta}^{\gamma + \delta} \frac{h}{2|a|} \left( \partial_t \bar{\phi}_0 + \mu \frac{\partial \bar{\phi}_0}{\partial x} \right) \frac{1}{2\delta} da. \quad (54)$$

This integral converges and has the value

$$\left( \partial_t \bar{\phi}_0 + \mu \frac{\partial \bar{\phi}_0}{\partial x} \right) \left\{ \log(\gamma + \delta) - \log(\gamma - \delta) \right\} \frac{1}{2\delta}. \quad (55)$$
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Most probability distributions with finite support behave in a similar manner under the proposed assumption of $\tau$. This case study is not to discourage the use of probability distributions with infinite support. The study is to point to the fact that caution has to be exerted to ensure that the model for $\tau$ and the input uncertainty models are compatible.

### 3.4.2 Case II: Diffusion dominant regime, no source term

In this case, the expression for $\tau$ simplifies to

$$
\tau(\omega) = \frac{h^2}{4\nu(\omega)}. 
$$

Analysis of the behavior of $\phi'$ for this case proceeds along similar lines as in the previous case. In this case, even distributions with infinite support like Gamma, chi-squared and shifted log-normal ensure $\phi' \in L_2(\Omega)$.

However, one should be careful in selecting distributions with infinite support. Choosing $\nu(\omega)$ to be of the form $|X(\omega)|$ where $X(\omega) \overset{d}{=} N(\mu, \sigma)$, leads to problems very similar to the previous case. This is because $|X(\omega)|$ attributes non vanishing probability for values near zero. Since $\nu(\omega)^{-1}$ is unbounded near $\nu = 0$, the expectation diverges. This leads to an important observation summarized below.

**Remark 2.** The selection of distributions for advection velocity and diffusion coefficient is constrained upon the definition of the intrinsic time scale. There is a great scope for defining appropriate models for $\tau$ that are consistent with the probability models for $a$ and $\nu$.

### 4 The stochastic incompressible Navier-Stokes equations

Let $\mathcal{D} \subset \mathbb{R}^d$, where $d \geq 1$ is the number of space dimensions, be an open, bounded domain with piecewise smooth boundary $\Gamma$, $\mathcal{T} = \{t : t \in [0, T]\}$ be the time interval of analysis and $(\Omega, \mathcal{F}, \mathcal{P})$ be a probability space.

The strong form of stochastic Navier-Stokes problem consists of finding the stochastic velocity $v(x, t, \omega)$ and pressure $p(x, t, \omega)$ such that

$$
\partial_t v + v \cdot \nabla v - \nu(\omega) \Delta v + \nabla p = f(x, t, \omega), \quad (x, t, \omega) \in (\mathcal{D} \times \mathcal{T} \times \Omega), \\
\nabla \cdot v = 0, \quad (x, t, \omega) \in (\mathcal{D} \times \mathcal{T} \times \Omega), \\
v = v_g(x, t, \omega), \quad (x, t, \omega) \in (\Gamma \times \mathcal{T} \times \Omega),
$$

(57) \hspace{6cm} (58) \hspace{6cm} (59)
\[ v(x, 0, \omega) = v_0(x, \omega), \quad (x, \omega) \in (\Omega \times \Omega), \]  

(60)

where, \( \Delta \) denotes the Laplacian operator \( \nabla^2 \), \( \nu(\omega) \) is the random kinematic viscosity and \( f(x, t, \omega) \) is a stochastic forcing term. The uncertainty in this problem comes from \( \nu(\omega) \), \( f(x, t, \omega) \), initial and boundary conditions. In this work, we consider constant property \( \nu \), hence the kinematic viscosity is considered to be a random variable with a non-negative support space (regions of strictly positive probability density).

### 4.1 Variational formulation

Let \( \mathcal{U} \) and \( \mathcal{V} \), the trial solution and weighting function spaces for velocity and let \( \mathcal{X} \) and \( \mathcal{X}_0 \) denote the trial and weighting function spaces for pressure.

\[
\begin{align*}
\mathcal{U} &= \{ v : v(x, t, \omega) \in [H^1(D) \times L_2(T) \times L_2(\Omega)]^d, \quad v = v_0 \; \text{on} \; \Gamma \}, \\
\mathcal{V} &= \{ w : w(x, \omega) \in [H^1(D) \times L_2(\Omega)]^d, \quad w = 0 \; \text{on} \; \Gamma \}, \\
\mathcal{X} &= \{ p : p(x, t, \omega) \in L_2(D) \times L_1(T) \times L_2(\Omega) \}, \\
\mathcal{X}_0 &= \{ q : q(x, \omega) \in L_2(D) \times L_2(\Omega) \},
\end{align*}
\]

(61)  

(62)  

(63)  

(64)

where \( L_1(T) \) denotes functions of bounded variation in time. It should be noted here that the function spaces used for velocity and pressure do not have the same regularity conditions (velocity should be twice differentiable whereas pressure need only be once differentiable), hence the weighting function spaces also differ.

The variational formulation counterpart for the strong system of Eqs. (57) and (58) reads as follows:

Find \((v, p) \in (\mathcal{U}, \mathcal{X})\) such that \( \forall (w, q) \in (\mathcal{V}, \mathcal{X}_0) \), the following is satisfied \( \forall t \in T \)

\[
\begin{align*}
(\partial_t v, w) + (\nu(\omega) \nabla v, \nabla w)_v + (v \cdot \nabla v, w) - (p, \nabla \cdot w) &= (f, w), \\
(q, \nabla \cdot w) &= 0,
\end{align*}
\]

(65)  

(66)

where, the inner-product \((g, h)\) is here defined as

\[
(g, h) := \int_D E[g, h] dx,
\]

(67)
and the inner-product \((g, h)_v\) is defined as
\[
(g, h)_v := \int_D E[g : h] \, dx. \tag{68}
\]

It is assumed that the initial condition is satisfied in a weak sense.

### 4.2 Variational multiscale hypothesis

Consider an overlapping sum decomposition for velocity and pressure \(v = \bar{v} + v'\) and \(p = \bar{p} + p'\). Consider similar decomposition for the weighting functions \(w = \bar{w} + w'\) and \(q = \bar{q} + q'\). This induces a multiscale decomposition for the function spaces of the form \(U = \bar{U} \oplus U', V = \bar{V} \oplus V', X = \bar{X} \oplus X'\) and \(X_0 = \bar{X}_0 \oplus X'_0\), where the bar indicates reference to large resolved scales and the dash indicates reference to the subgrid scales.

Unlike the stochastic advection-diffusion equation, the presence of a nonlinear convection term necessitates an apriori assumption in the derivation of a multiscale stabilized formulation.

**Assumption III.** Assuming the large scales are sufficiently resolved, the subgrid scale solution can be considered to be small compared to the resolved large scale solution. This justifies a one step Picard’s linearization for the nonlinear advection term
\[
\mathbf{v} \cdot \nabla \mathbf{v} \approx \bar{\mathbf{v}} \cdot \nabla \mathbf{v}' + \bar{\mathbf{v}} \cdot \nabla \bar{\mathbf{v}}. \tag{69}
\]

This assumption is valid for low to moderate Reynolds numbers.

At high Reynolds numbers, adequate grid resolution is computationally highly demanding. Hence often the large scales are only partially resolved. As a consequence, the kinetic energy held in subgrid scales becomes substantial (> 20% of energy in the system). Further, the nonlinear subgrid convection term \(\mathbf{v}' \cdot \nabla \mathbf{v}'\) assumes importance. Thus, a coupled subgrid scale and resolved scale equation has to be solved at each time step. Hence such high Reynolds number flows are not addressed in this preliminary work.

The variational form given by Eqs. (65) and (66) now reads as follows:

\[
(\partial_t \bar{\mathbf{v}} + \partial_t \mathbf{v}', \bar{\mathbf{w}}) + (\nu \nabla \bar{\mathbf{v}} + \nu \nabla \mathbf{v}', \nabla \bar{\mathbf{w}})_v + (\bar{\mathbf{v}} \cdot \nabla \bar{\mathbf{v}} + \bar{\mathbf{v}} \cdot \nabla \mathbf{v}', \bar{\mathbf{w}}) - (\bar{p} + p', \nabla \cdot \bar{\mathbf{w}}) = (f, \bar{\mathbf{w}}), \tag{70}
\]

\[
(\nabla \cdot \bar{\mathbf{v}} + \nabla \cdot \mathbf{v}', \bar{q}) = 0, \tag{71}
\]
\[
(\partial_t \bar{v} + \partial_t v', w') + (\nu \bar{v} + \nu \bar{v}', \nabla w')_v + (\bar{v}_\cdot \nabla \bar{v} + \bar{v}_\cdot \nabla v', w') \\
-(\bar{p} + p', \nabla w') = (f, w'), \quad (72)
\]

\[
(\nabla \cdot \bar{v} + \nabla \cdot v', q') = 0. \quad (73)
\]

Assumption IV. Consider subgrid scale velocity and pressure to be quasistatic random processes \( \partial_t v' \approx 0 \) and \( \partial_t p' \approx 0 \) [37,38]. If the time scales of subgrid solutions are different from those of the large scale solutions as in the case of turbulent flows, this assumption is not valid. We would then need to explicitly track the subscale evolution in time. By assuming linearity of subscales, we tacitly assume that the time scales of subgrid solution and large scale are nearly the same and that we capture the complete time evolution of the solution through \( \partial_t \bar{v} \). Further, the following relations hold under assumption of stronger regularity conditions on velocity and pressure (twice differentiability).

The subgrid scale variational form given by Eqs. (72) and (73) yield the following strong system of subgrid scale equations

\[
\bar{v}_\cdot \nabla v' - \nu \Delta v' + \nabla p' = R_m(\bar{v}, \bar{p}), \quad (74)
\]

\[
\nabla \cdot v' = R_c(\bar{v}), \quad (75)
\]

where, \( \Delta \) denotes the Laplacian operator and \( R_m(\bar{v}, \bar{p}) \) and \( R_c(\bar{v}) \) are the momentum and continuity equation residuals for the large resolved scales given as follows:

\[
R_m(\bar{v}, \bar{p}) = f - \partial_t \bar{v} - \bar{v}_\cdot \nabla \bar{v} + \nu \Delta \bar{v} - \nabla \bar{p}, \quad (76)
\]

\[
R_c(\bar{v}) = -\nabla \cdot \bar{v}. \quad (77)
\]

Note that the pressure does not directly affect the residual of the continuity equation. Without loss of generality it can be assumed that the large scale momentum residual is divergence free. As in the case of stochastic advection-diffusion equation, the behavior of subgrid scale solutions will be neglected on element boundaries. Further, it will be assumed for the time scale calculations that the velocity field within an element is constant. This assumption is to simplify the derivation and can be relaxed.

Now, considering the Fourier transform of the subgrid scale Eqs. (74) and (75), we obtain

\[
\left( \nu \frac{|k|^2}{h^2} + i \frac{\bar{v}_\cdot k}{h} \right) \hat{v}'(k, t, \omega) + \frac{k}{i} \hat{p}'(k, t, \omega) = \hat{R}_m, \quad (78)
\]

\[
\frac{k}{i} \cdot \hat{v}'(k, t, \omega) = \hat{R}_c. \quad (79)
\]
Noting that the large scale residual is divergence-free and taking inner product of Eq. (78) with $i\frac{k}{h}$ (the divergence operator in wave-number space), results in the following:

$$\left( \nu \frac{|k|^2}{h^2} + i \frac{\bar{v} \cdot k}{h} \right) \hat{R}_c - \frac{|k|^2}{h^2} \tilde{p}(k, t, \omega) = 0. \quad (80)$$

Using an approach similar to the stochastic advection-diffusion equation and by using Plancheral’s formula and mean value theorem, we arrive at the subgrid scale models

$$\nu'(x, t, \omega) \approx \tau_{(m)}(x, \omega) \mathcal{R}_m(\bar{v}, \bar{p}), \quad (81)$$
$$p'(x, t, \omega) \approx \tau_{(c)}(x, \omega) \mathcal{R}_c(\bar{v}), \quad (82)$$

where $\tau_{(m)}$ and $\tau_{(c)}$ are defined as follows

$$\tau_{(m)}(x, \omega) = \left[ \left( c_1(\omega) \frac{\nu(\omega)}{h^2} \right)^2 + \left( c_2(\omega) \frac{|\bar{p}|}{h} \right)^2 \right]^{\frac{1}{2}}, \quad (83)$$
$$\tau_{(c)}(x, \omega) = \left[ \nu(\omega)^2 + \left( \frac{c_2(\omega)|\bar{p}|}{c_1(\omega)} \right)^2 \right]^{\frac{1}{2}}, \quad (84)$$

where, $c_1(\omega)$ and $c_2(\omega)$ are in general random constants and $h$ is a mesh parameter. The uncertainty in Eqs. (83) and (84) comes from the randomness in large scale velocity $\bar{v}$, the random kinematic viscosity $\nu(\omega)$ and the random constants $c_1(\omega)$ and $c_2(\omega)$. Again, caution needs to be exerted when using probability models with unbounded support space for modeling input uncertainty. In particular, all numerical studies were conducted in this report with $c_1 = 4$ and $c_2 = 2$. Furthermore the following relations hold via integration by parts

$$\langle \bar{v} \cdot \nabla \nu', \bar{w} \rangle = -\langle \nu', \bar{v} \cdot \nabla \bar{w} \rangle, \quad (85)$$
$$\langle \nu \nabla \nu', \nabla \bar{w} \rangle_v = -\langle \nu', \nu \Delta \bar{w} \rangle. \quad (86)$$

Note that the second relation requires a twice differentiable velocity field and thus is an imposed strong regularity condition. Using the above relations and the subgrid scale models for velocity and pressure, we can simplify the large scale Eqs. (70) and (71) as follows:

$$(\partial_t \bar{v}, \bar{w} + \tau_{(m)} \{ \bar{v} \cdot \nabla \bar{w} + \nu \Delta \bar{w} \}) + (\nabla \bar{p}, \tau_{(m)} \{ \bar{v} \cdot \nabla \bar{w} + \nu \Delta \bar{w} \}) + (\bar{v} \cdot \nabla \bar{v}, \bar{w} + \tau_{(m)} \{ \bar{v} \cdot \nabla \bar{w} + \nu \Delta \bar{w} \}) + (\nu \nabla \bar{v}, \nabla \bar{w})_v - \langle \bar{p}, \nabla \cdot \bar{w} \rangle +$$
\[
(\nabla \cdot \mathbf{v}, \tau_{(c)} \nabla \cdot \mathbf{w}) - (\nu \Delta \mathbf{v}, \tau_{(m)} \{ \mathbf{v} \cdot \nabla \mathbf{w} + \nu \Delta \mathbf{w} \})
= (f, \mathbf{w} + \tau_{(m)} \{ \mathbf{v} \cdot \nabla \mathbf{w} + \nu \Delta \mathbf{w} \}),
\]
\[
(\nabla \cdot \mathbf{v}, \bar{q}) + (\partial_t \mathbf{\bar{v}}, \tau_{(m)} \nabla \bar{q}) + (\mathbf{v} \cdot \nabla \mathbf{\bar{v}}, \tau_{(m)} \nabla \bar{q}) - (\nu \Delta \mathbf{\bar{v}}, \tau_{(m)} \nabla \bar{q}) +
(\nabla \bar{p}, \tau_{(m)} \nabla \bar{q}) = (f, \tau_{(m)} \nabla \bar{q}).
\tag{88}
\]

5 Finite element implementation

5.1 Implementation of the stochastic advection-diffusion problem

Consider the set of elements resulting from the finite element discretization of the computational domain \( D \) as the set \( \mathcal{E} = \{ D^{(e)} \}, e = 1, \ldots, \text{Nel} \). We associate the large scale function spaces for the solution with finite element interpolation spaces \( U_h \) and the trial function space with the space of stochastic Galerkin weighting functions \( V_h \). Since the trial functions have to be stochastic we consider a new finite element basis formed as a tensor product of Galerkin shape functions over space and the generalized polynomial chaos basis for discretization over the probability space. This new basis is addressed as the stochastic Galerkin basis. Thus a weighting function \( w^h \in V^h \) has the functional form

\[
w^h(\mathbf{x}, \omega) = N(\mathbf{x})\psi(\omega),
\tag{89}
\]

where, \( N(\mathbf{x}) \) denotes the deterministic finite element shape function and \( \psi(\omega) \) denotes a member of the generalized polynomial chaos basis. Further, considering only linear finite elements for spatial discretization, the variational form given in Eq. (37) can be simplified as

\[
\int_{\Omega} \int_{\Omega} \bar{w}^h \left( \frac{\partial \bar{\phi}^h}{\partial t} + \mathbf{a} \cdot \nabla \bar{\phi}^h \right) d\mathcal{P} d\mathbf{x} + \int_{\Omega} \int_{\Omega} \nu(\omega) \nabla \bar{\phi}^h \cdot \nabla \bar{w}^h d\mathcal{P} d\mathbf{x}
+ \sum_{e=1}^{\text{Nel}} A_e \int_{\Omega} \int_{\Omega} \left( \frac{\partial \bar{\phi}^h}{\partial t} + \mathbf{a} \cdot \nabla \bar{\phi}^h \right) \tau(\mathbf{x}, \omega) \mathbf{a} \cdot \nabla \bar{w}^h d\mathcal{P} d\mathbf{x} =
\int_{\Omega} \int_{\Omega} \bar{w}^h f d\mathcal{P} d\mathbf{x} + \sum_{e=1}^{\text{Nel}} A_e \int_{\Omega} \int_{\Omega} \tau(\mathbf{x}, \omega) \mathbf{a} \cdot \nabla \bar{w}^h f d\mathcal{P} d\mathbf{x}.
\tag{90}
\]

The solution \( \bar{\phi}^h \) can be expressed in terms of a truncated generalized polynomial chaos expansion GPCE as

\[
\bar{\phi}^h(\mathbf{x}, t, \omega) = \sum_{s=0}^{P} \bar{\phi}^h_s(\mathbf{x}, t) \psi_s(\omega),
\tag{91}
\]
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where, \( \{ \psi_s(\omega) \}_0^p \) is the truncated generalized polynomial chaos basis. Further, the coefficients in above expansion lend themselves to a finite element representation in each element

\[
\tilde{\phi}_s^h(x, t) = \sum_{\beta=1}^{nbf} \phi_{s\beta}(t) N_\beta(x),
\]

(92)

where, \( N_\beta(x) \) are the standard Galerkin shape functions. This interpretation immediately helps identify the finite element interpolation of the following form

\[
\phi^h(x, t, \omega) = \sum_{s=0}^{P} \sum_{\beta=1}^{nbf} \tilde{\phi}_s^h(t) N_\beta(x) \psi_s(\omega).
\]

(93)

This expression is also consistent with the tensor product finite element basis representation given in Eq. (89).

The spatial and probability space discretization of Equation (90) yields the following set of ordinary differential equations

\[
[M + M_\delta] \{ \dot{\phi} \} + [K + N + N_\delta] \{ \phi \} = \{ F \},
\]

(94)

where \( \{ \phi \} \) if the vector of nodal values of \( \phi^h \). The nodal unknowns correspond to the terms in polynomial chaos expansion of \( \phi \). Further, \( \{ \phi \} \) denotes the time derivative of \( \phi \). The individual matrices are defined as follows with

\[
w_m^h(x, \omega) = N_\alpha(x) \psi_r(\omega), \quad m = (\alpha - 1)(P + 1) + r,
\]

(95)

\[
w_n^h(x, \omega) = N_\beta(x) \psi_s(\omega), \quad n = (\beta - 1)(P + 1) + s,
\]

(96)

\[
[M + M_\delta]_{mn} = \sum_{e=1}^{Nel} \int_{\Omega} \int_{\mathcal{P}(e)} w_m^h(w_m^h + \tau(x, \omega) a \cdot \nabla w_m^h) d\mathcal{P} dx, \quad (97)
\]

\[
[K + N + N_\delta]_{mn} = \sum_{e=1}^{Nel} \int_{\mathcal{P}(e)} \int_{\Omega} \left( \nu(\omega) \nabla w_n^h \cdot \nabla w_m^h + a \cdot \nabla w_n^h(w_m^h + \tau(x, \omega) a \cdot \nabla w_m^h) \right) d\mathcal{P} dx,
\]

(98)

\[
\{ F \}_m = \sum_{e=1}^{Nel} \int_{\mathcal{P}(e)} \int_{\Omega} f(w_m^h + \tau(x, \omega) a \cdot \nabla w_m^h) d\mathcal{P} dx.
\]

(99)
In the equations above, \(m\) and \(n\) denote the indices of a tensor-product finite element basis function (see Eqs. (95) and (96)), where, \(\alpha, \beta = 1, \ldots, nbf\), \(r = 0, \ldots, P\). Thus the indices \(m, n\) refer to the combination of the spatial and random bases given as \(m, n = 0, \ldots, (nbf \times (P + 1) - 1)\).

The time integration is performed using the predictor-multicorrector algorithm that uses a one step generalized trapezoidal rule.

5.2 Implementation of the stochastic Navier-Stokes equations

Consider a finite element discretization similar to the stochastic advection-diffusion problem. The large scale velocity and pressure spaces are associated with the finite element spaces \(U^h\) and \(X^h\), respectively. The large scale trial function spaces are associated with the space of stochastic Galerkin functions \(V^h\) and \(X^h_0\). The variational form given in Eqs. (87) and (88) can be simplified for linear finite elements as follows:

\[
\begin{align*}
\int \int_{\Omega} \left( \frac{\partial \vec{v}^h}{\partial t} + \vec{v}^h \cdot \nabla \vec{v}^h \right) \cdot \vec{w}^h \, dx \, dP + \int \int_{\Omega} \nu(\omega) \nabla \vec{w}^h : \nabla \vec{v}^h \, dx \, dP + \\
\sum_{e=1}^{\text{Nel}} \int \int_{\Omega^{(e)}} \left( \frac{\partial \vec{v}^h}{\partial t} + \vec{v}^h \cdot \nabla \vec{v}^h \right) \cdot \tau_{(m)} \vec{v}^h \cdot \nabla \vec{w}^h \, dx \\
- \int \int_{\Omega} \vec{p}^h \cdot \nabla \cdot \vec{w}^h \, dx + \sum_{e=1}^{\text{Nel}} \int \int_{\Omega^{(e)}} \tau_{(m)} \nabla \vec{p}^h \cdot (\vec{v}^h \cdot \nabla \vec{w}^h) \, dx \equiv 0,
\end{align*}
\]

\[
\begin{align*}
\int \int_{\Omega} \nabla \cdot \vec{v}^h q^h \, dx + \sum_{e=1}^{\text{Nel}} \int \int_{\Omega^{(e)}} \left( \frac{\partial \vec{v}^h}{\partial t} + \vec{v}^h \cdot \nabla \vec{v}^h \right) \cdot (\tau_{(m)} \nabla q^h) \, dx + \\
\sum_{e=1}^{\text{Nel}} \int \int_{\Omega^{(e)}} \nabla \cdot \vec{p}^h \cdot (\tau_{(m)} \nabla q^h) \, dx = \sum_{e=1}^{\text{Nel}} \int \int_{\Omega^{(e)}} f \cdot (\tau_{(m)} \nabla q^h) \, dx.
\end{align*}
\]

By considering similar finite element expression as in Eq. (93), we obtain after spatial discretization, the following nonlinear system of ordinary differential equations.
\[ [M + M_\delta\{\bar{\theta}\}] + [K + N(\bar{\theta}) + N_\delta(\bar{\theta}) + C]\{\bar{\theta}\} - [G + G_\delta\{\bar{\rho}\} = \{F\} + \{F_\delta\}, \]

\[ [G^T]\{\bar{\theta}\} + [M_\nu]\{\bar{\theta}\} + [N_\nu(\bar{\theta})]\{\bar{\theta}\} + [G_\nu]\{\bar{\rho}\} = \{F_\nu\}, \]

where, the individual matrices are defined as follows

\[ [M + M_\delta]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} (w_m^h + \tau(m,x,\omega)\bar{\theta}^h \cdot \nabla w_m^h)w_n^h \delta_{ij} d\mathcal{P} dx, \]

\[ [K]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} (\nu(\omega)w_{n,k}^h w_{n,k}^h \delta_{ij} + \nu(\omega)w_{m,j}^h w_{m,j}^h) d\mathcal{P} dx, \]

\[ [N + N_\delta]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} (w_m^h + \tau(m,x,\omega)\bar{\theta}^h \cdot \nabla w_m^h) \nabla \cdot w_n^h d\mathcal{P} dx, \]

\[ [C]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} \tau_e(x,\omega) \nabla \cdot w_m^h \nabla \cdot w_n^h d\mathcal{P} dx, \]

\[ [G + G_\delta]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} (w_{m,i}^h w_n^h - \tau(m,x,\omega)\bar{\theta}^h \cdot \nabla w_m^h w_{n,i}^h) d\mathcal{P} dx, \]

\[ \{F + F_\delta\}_m = \int_{\mathcal{P}_e} \int_{\Omega} (w_m^h + \tau(m,x,\omega)\bar{\theta}^h \cdot \nabla w_m^h) f d\mathcal{P} dx, \]

\[ [G^T]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} w_{m,j}^h w_n^h d\mathcal{P} dx, \]

\[ [M_\nu]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} w_n^h \tau(m,x,\omega)w_{m,j}^h d\mathcal{P} dx, \]

\[ [N_\nu]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} \bar{\theta}^h \cdot \nabla w_n^h \tau(m,x,\omega)w_{m,j}^h d\mathcal{P} dx, \]

\[ [G_\nu]_{mn} = \int_{\mathcal{P}_e} \int_{\Omega} \tau(m,x,\omega)w_{m,k}^h w_{n,k}^h d\mathcal{P} dx, \]

\[ \{F_\nu\}_m = \int_{\mathcal{P}_e} \int_{\Omega} \tau(m,x,\omega)w_{m,j}^h f d\mathcal{P} dx. \]
The time integration is performed using the predictor-multicorrector algorithm that uses a one step generalized trapezoidal rule.

**Remark 3.** As of now, no explicit numerical convergence theorems have been proved for stochastic PDEs with the variational multiscale method. However, we conjecture that since the proposed subgrid models yield a stabilization FE scheme similar to Galerkin least squares GLS [44], the convergence in spatial sense will be similar to that of the GLS method. The convergence in stochastic sense is governed by the Cameron and Martin theorem [9] for stochastic processes represented in an infinite generalized polynomial chaos expansion. However, further detailed investigation is required for truncated generalized polynomial chaos representations. The authors feel that the combination of GLS convergence analysis and the Cameron-Martin theorem can yield convergence results for the proposed approach. Further research is needed in this regard.

### 5.2.1 Solution of the linear system of equations

In this work, we use the parallel preconditioned GMRES algorithm proposed by Tezduyar et al. [45–47] for the solution of linear equations resulting from the finite element discretization. The parameters needed by the algorithm include the dimension of the Krylov basis, the tolerance for termination of the Arnoldi iterations, the number of GMRES outer iteration restarts and the type of the preconditioner.

The parallel GMRES solver used in this work employs two different preconditioners, in particular, a basis diagonal preconditioner and a more complicated Crouts preconditioner that uses incomplete LU factorization. It was found by numerical experiments that for all problems in this work, a Krylov basis of dimension 30 and number of restarts equal to 15 resulted in convergence to a value less than $1e-09$. Except for the flow past a circular cylinder problem all other examples used the diagonal preconditioner.

The matrix-vector operations and the vector-vector operations were performed using an efficient cluster dependant implementation of BLAS I and BLAS II. Further discussion of the programming logic is beyond the breadth of this report and hence is not resorted to.

### 6 Numerical examples

In the subsequent numerical examples, we consider uncertainty in boundary conditions and advection velocity for stochastic advection-diffusion problems
and uncertainty in inlet velocity for stochastic incompressible fluid-flow problems. For all the uncertain input, an uniform probability distribution model is used, since the uniform model represents the most basic non-informative prior model for an uncertain input (typically used when someone knows only the maximum and minimum values).

6.1 Steady advection skew to a mesh

The problem statement is depicted in Fig. 1. The flow is taken to be unidirectional, skew to the mesh. The advection velocity is modeled as a two-dimensional random variable. The randomness in velocity translates as the randomness in the angle of skew \( \alpha = \tan^{-1}(a_2/a_1) \), where \( a_1 \) and \( a_2 \) are the \( x \) and \( y \) components of the velocity, respectively. The inflow boundary conditions are discontinuous as shown in Fig. 1. Homogenous natural boundary conditions are applied to the outflow boundary.

In the presence of negligible diffusion, the stochastic solution to this problem is essentially a pure advection of the discontinuous inflow boundary condition along flow characteristics. In particular, the solution can be written in terms of the characteristic emanating from the point \((-0.5, -0.25)\) as follows:

\[
\phi(x, \omega) = \phi_g(\omega) \mathbb{1}_{h(x, \omega) \leq 0}(x, \omega), \tag{115}
\]
where the function $h(x, \omega)$ is defined as follows
\[
h(x, \omega) = (y + \frac{1}{4})a_1(\omega) - (x + \frac{1}{2})a_2(\omega),
\] (116)

and $I_{[A]}$ is the indicator function for the set $A$
\[
I_{[A]}(x) = \begin{cases} 
1, & x \in A \\
0, & \text{otherwise}
\end{cases}
\] (117)

From Eq. (115) it is clear that the uncertainty in inflow boundary conditions and advection velocity affect the uncertainty in solution.

**Remark 4.** In deterministic SUPG algorithms, the solution exhibits stability and good numerical accuracy when the solution is regular. However, for non-regular solutions (e.g. solutions with discontinuities) the SUPG estimates are not valid in the neighborhood of the discontinuity. Typically spurious oscillations are observed in such locations. The proposed stabilized algorithm is a logical extension of SUPG-like methods for the solution of stochastic advection-diffusion equation. Hence, the behavior of the algorithm in the presence of discontinuities in solution is expected to mimic the behavior of SUPG like methods in deterministic case. The significance of this argument will be clear after viewing the cases below.

6.1.1 Case 1: No uncertainty in advection velocity, $\phi_g$ modeled as an uniform random variable

The advection velocity is taken to be a constant $a = (1, 1)^T$. This results in a 45° angle of skew. The stochastic inflow boundary condition $\phi_g$ can be written as $\phi_g = 1 + \delta \xi$, where $\delta$ is a positive real number less than one and $\xi$ is a random variable uniformly distributed between $-1$ and $1$.

In this case, the exact stochastic solution can be written as
\[
\phi(x, \omega) = (1 + \delta \xi)I_{[x:h(x)\leq0]}(x),
\] (118)

where, $h(x)$ is simplified as
\[
h(x) = y - x - \frac{1}{4}.
\] (119)

The solution obtained with a second order Legendre chaos expansion for the solution is shown in Fig. 2. The model constant $\delta$ was taken to be 0.1. Except in the regions in the neighborhood of the solution discontinuity, the numerical
solution is exact (refer to Remark 2). As predicted by Eq. (118), all higher order Legendre chaos coefficients in the expansion of \( \phi(x, \omega) \) (excluding the mean and the first order term) were identically zero and hence are not plotted.

6.1.2 Case 2: No uncertainty in inflow boundary conditions, advection velocity modeled as a two-dimensional uniform random variable

The inflow boundary condition is taken to be constant \( \phi_g = 1 \). The advection velocity is modeled as a two-dimensional uniform random variable \( \mathbf{a} = (1 + \delta \xi_1, 1 + \delta \xi_2) \), where \( \delta \) is a positive real number, \( \xi_1 \) and \( \xi_2 \) are independent identically distributed (i.i.d) random variables uniformly distributed between \(-1\) and \(1\).

We consider two subcases here, in the first case the diffusion coefficient is taken to be 0.001. The exact stochastic solution does not exist here. In the second case, we take the diffusion coefficient to be negligible. The exact solution to the second case can be written as

\[
\phi(x, \omega) = \mathbb{I}_{[x, \omega; h(x, \omega) \leq 0]}(x, \omega),
\]

where, \( h(x, \omega) \) is

\[
h(x, \omega) = \left( y + \frac{1}{4} \right) (1 + \delta \xi_1) - \left( x + \frac{1}{2} \right) (1 + \delta \xi_2).
\]

At a given spatial location, Eq. (120) implies that \( \phi(x, \omega) \) is distributed as a Bernoulli random variable. Thus, though the input uncertainty has a continuous distribution (uniformly distributed advection velocity), the output has a discrete probability distribution. Since in this stochastic version we have to
capture distributions in both spatial solution and the probability distribution, the stochastic version is tougher to solve than the corresponding deterministic advection skew to a mesh problem.

Subcase 1 - diffusion coefficient $k = 0.001$: Computational investigations were performed for various mesh discretizations and orders of Legendre chaos approximation of the solution. Convergence was obtained for fourth-order Legendre chaos approximation. The criterion for convergence used in the example is as follows

$$
\epsilon = \frac{||\phi^{(p+1)} - \phi^{(p)}||}{||\phi^{(p)}||},
$$

(122)

where, the $\|\cdot\|$ is the $L_2(\Omega) \times L_2(\mathcal{D})$ norm, $\phi^{(p)}$ and $\phi^{(p+1)}$ are the solutions from successive orders of Legendre chaos expansion of the solution. The converged error norm stabilized around 0.03 indicating a three percent error.

The solutions at various $y$-values and the whole domain mean and standard deviation obtained using a $50 \times 50$ mesh are shown in Fig. 3. The value of $\delta$ was taken to be 0.1. Excellent agreement is seen between the Monte Carlo solution obtained after 100,000 iterations and the order 4 polynomial chaos solution. The whole domain solutions obtained for mean and standard deviation are shown in Fig. 4. Thus, for cases with appreciable diffusion, the proposed technique performs well. We shall now proceed to test the algorithm in the limit of pure advection. It is expected that the spurious oscillations in the vicinity of the sharp gradient layer will pollute the mean solution leading to unwanted errors in the estimation of higher order statistics. This however is a characteristic of all SUPG-like methods and has nothing to do with the order of Legendre chaos approximation used.

Subcase 2 - diffusion coefficient $k = 0$: Computational investigations were performed for various mesh discretizations and orders of Legendre chaos approximation of the solution. Convergence was obtained for a fourth-order Legendre chaos approximation. The criteria for convergence used in the example is as follows

$$
\epsilon = \frac{||\phi^{(p)} - \phi^{\text{exact}}||}{||\phi^{\text{exact}}||},
$$

(123)

where, the $\|\cdot\|$ is the $L_2(\Omega) \times L_2(\mathcal{D})$ norm, $\phi^{(p)}$ is the solution from a $p^{th}$-order Legendre chaos approximation of the solution. $\phi^{\text{exact}}$ is the exact solution. In this example, it was noticed that the error did not decay below 23%. This is attributed to the spurious behavior of the algorithm in the vicinity of sharp solution gradients. Further sophisticated subgrid modeling and introduction of discontinuous interpolation functions in the finite element method may be
Fig. 3. Advection skew to a mesh, Case 1 with $k = 0.001$: comparison between solution mean and standard deviation of solution obtained by 100,000 Monte Carlo iterations and a fourth-order Legendre chaos solution approximation at various $y$ values (a) mean at $y = -0.2$ (b) standard deviation at $y = -0.2$ (c) mean at $y = 0$ (d) standard deviation at $y = 0$ (e) mean at $y = 0.2$ (f) standard deviation at $y = 0.2$. 
required to avoid these problems. However, it defeats the purpose of this work in establishing that simple models can be used to obtain fairly accurate results in many important advection-diffusion and flow problems. The solutions at various $y$-values and the whole domain mean and standard deviation obtained using a $50 \times 50$ mesh are shown in Fig. 5. The value of $\delta$ was taken to be 0.1. It can be observed that though the mean estimates are fairly accurate, the oscillations in the vicinity of the sharp layers in solution pollute the standard deviation. The whole domain solution for mean and standard deviation as obtained for a fourth-order Legendre chaos expansion of the output is given in Fig. 6.

6.2 Transient advection of a cosine hill in rotating flow field

The transient advection of a cosine hill in a rotating flow field has been identified as a standard test problem for testing advection-diffusion algorithms [48]. The problem definition is depicted in Fig. 7. The flow field comprises of rigid rotation about the origin (taken here to be the point $(0,0)$). Uncertainty here is considered in the speed of rotation $\gamma(\omega)$. Initial conditions, boundary conditions are considered to be deterministic. We test the problem in the limit of pure advection (diffusion coefficient $\approx 10^{-9}$). The advection velocity hence has circular characteristics centered at the origin $(0,0)$. Further, the advection velocity at any spatial location is given by

$$a(x, t, \omega) = (a_1(x, \omega), a_2(x, \omega)) = (\gamma(\omega)y, -\gamma(\omega)x). \quad (124)$$
Fig. 5. Advection skew to a mesh, case 1 with $k = 0$: comparison between solution mean and standard deviation of solution obtained by 100,000 Monte Carlo iterations and a fourth-order Legendre chaos solution approximation at various $y$ values (a) mean at $y = -0.2$ (b) standard deviation at $y = -0.2$ (c) mean at $y = 0$ (d) standard deviation at $y = 0$ (e) mean at $y = 0.2$ (f) standard deviation at $y = 0.2$. 
Fig. 6. Advection skew to a mesh, case 1 with $k = 0.001$: whole domain solutions for the (a) mean and (b) the standard deviation obtained for a fourth-order Legendre chaos approximation of the solution.

Fig. 7. Problem definition for transient advection of a cosine hill in a rotating flow field.

The initial conditions for the problem were taken as follows

$$
\phi(x, 0, t) = \mathbb{I}_{|r-r_0| < \epsilon}(r) \cos(5\pi r/2),
$$

(125)
where \( r \) is defined as
\[
r = \left[ (x - \frac{1}{4})^2 + y^2 \right]^{\frac{1}{2}}.
\]
(126)

In the limit of pure advection, the initial conditions propagate along the circular streamlines. The transient solution can hence be written as follows
\[
\phi(x, t, \omega) = \mathbb{P}_{[\hat{r}, \hat{r}-0.2<0]}(\hat{r}) \cos(5\pi\hat{r}/2),
\]
(127)
where, \( \hat{r} \) is defined as
\[
\hat{r} = \left( (x - \hat{x})^2 + (y - \hat{y})^2 \right)^{\frac{1}{2}}, \quad \hat{x} = \frac{1}{4} \cos(\gamma t), \quad \hat{y} = \frac{1}{4} \sin(\gamma t).
\]
(128)

The principal investigations in this example include (i) a comparison of the mean stochastic solution \( \mu_\phi(x) \) with the analytical mean, (ii) a comparison of the standard deviation of the stochastic solution \( \sigma_\phi(x) \) with the analytical standard deviation and (iii) a discussion of numerical diffusion and phase lag.

6.2.1 Computational details

A 50 \times 50 mesh of uniform bilinear isoparametric quadrilateral elements is used for computation. The speed of rotation \( \gamma \) is modeled as a uniform random variable
\[
\gamma(\omega) = 1 + \delta \xi(\omega), \quad \xi \overset{d}{=} \text{unif}(-1, 1),
\]
(129)
where, \( \delta \) is a positive real constant less than one.

The simulation was carried up to non-dimensional time \( t = 9 \) with a time stepping of \( \Delta t = 0.0025 \). The predictor-multicorrector algorithm was used for time integration. The model constant \( \delta \) was taken to be 0.1. This value corresponds to a 10\% fluctuation in speed of rotation about the mean value.

Since the exact stochastic solution given by Eq. (127) is not amenable to further simplifications, it is computed using 100,000 Monte Carlo realizations (convergence was obtained around 60,000 iterations).

The phase errors, visible as spurious leading and lagging oscillations in solution are absent for all orders of Legendre chaos approximation of the solution. The converged solution was obtained for a fourth-order Legendre chaos ap-
proximation. The convergence criterion used here can be written as

$$
\epsilon = \frac{\| \phi^{(p)} - \phi^{\text{exact}} \|}{\| \phi^{\text{exact}} \|},
$$

(130)

where, the $\| \cdot \|$ is the $L_2(\Omega) \times L_2(\mathcal{D})$ norm, $\phi^{(p)}$ is the solution from a $p$th-order Legendre chaos approximation of the solution. $\phi^{\text{exact}}$ is the exact solution as computed by MC iterations.

The peak error in a quantity $q$ is defined as

$$
\epsilon = \frac{\max q - \max q^{\text{exact}}}{\max q^{\text{exact}}},
$$

(131)

The contour plots comparing the mean and standard deviation with the exact solution (obtained by 100,000 MC iterations) are shown in Figs. 8a–f. It can be observed that though the mean solution is almost exact for a second-order approximation, the standard deviation contours bear no resemblance to the exact solution. However, for a fourth-order approximation, the mean and standard deviation show excellent agreement with the exact solution. Further, the peak error in the mean and standard deviation are found to be around 3.5% and 5%, respectively. This numerical diffusion is a characteristic of any SUPG like method and is well within the limits of numerical diffusion seen in deterministic problems.

The whole domain converged solution corresponding to fourth-order solution approximation is given in Fig. 9.

### 6.3 Internal channel flow: Poiselle flow

This example is chosen for its simplicity and existence of an analytical stochastic solution for the velocity field. It was examined earlier in [10] using a spectral projection method with the fractional step implementation of the Navier-Stokes equations. The solution is two-dimensional in the initial transition zone. Then the solution is completely one-dimensional in the so-called fully-developed region.

The schematic with the problem definition and mesh details used here are given in Fig. 10. The computational mesh is comprised of 100 × 10 bilinear quadrilateral elements. The inlet velocity is axial with a magnitude $U$ that is uncertain. The inlet velocity $U$ is modeled as a random variable with a uniform distribution $U[0.9, 1.1]$. The kinematic viscosity is considered to be deterministic and is given the value 0.025. The Poiselle flow problem is addressed here.
Fig. 8. Pure advection of a cosine hill in a rotating flow field: comparison of mean and standard deviation for various orders of Legendre chaos approximation of solution versus the exact solution (computed with 100,000 MC realizations).
Fig. 9. Pure advection of a cosine hill in a rotating field: whole domain solutions for the (a) mean and (b) the standard deviation obtained for a fourth-order Legendre chaos approximation of the solution.

Fig. 10. Schematic of the computational domain and mesh details for the Poiselle flow example.

as a transient problem. The simulation was carried out until steady state was achieved at around $t \approx 22.5$ s with a time stepping of $\Delta t = 0.002$.

The flow Reynolds number is defined based on the channel width $D$ as follows:

$$\operatorname{Re}(\omega) = \frac{U(\omega)D}{\nu}. \quad (132)$$

No uncertainty is considered in the initial or boundary conditions. The analytical solution for the velocity in the fully-developed region at steady state can be written as:

$$u(x, t, \omega) = 4U_D(\omega)\left(\frac{y}{D}\right)\left[1 - \left(\frac{y}{D}\right)\right]; \quad v(x, t, \omega) = 0, \quad (133)$$

where the maximum velocity at the center of the channel is given as $U_D = 1.5U(\omega)$. 
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Fig. 11. Poiselle flow: (a) mean axial velocity and (b) first term in LCE of axial velocity.

The solution \( u(x, t, \omega) \) can be further simplified as follows:

\[
  u(x, t, \omega) = u_0 + u_1(\omega) = 4 \left( 1 + 0.1 \xi(\omega) \right) U_D(\omega) \left( \frac{y}{D} \right) \left[ 1 - \left( \frac{y}{D} \right) \right].
\] (134)

The results for the mean axial velocity and its first coefficient in the Legendre-chaos expansion are shown in Figs. 11a,b. It can be seen that the mean velocity results are nearly exact.

6.4 Driven cavity flows - Lid driven square cavity problem

Over the last two decades, much interest has been given to the investigation of the classical driven cavity problem. Here, we consider the motion of an incompressible fluid within an impermeable square box. The fluid motion is driven by the uniform motion of one of the sides of the box (lid here). This problem has often provided a stiff test for fluid-flow solvers [49]–[52]. The presence of interesting phenomena like recirculation and existence of a center of low pressure makes this problem an ideal choice for uncertainty analysis. The problem definition is depicted in Fig. 12. Uncertainty is considered in the lid velocity. Material parameters like viscosity are taken to be constant and deterministic.

The chief flow characteristics investigated in the problem include (i) the mean mid-plane pressure versus the deterministic mid-plane pressure, (ii) the mean mid-plane velocity versus the deterministic mid-plane velocity, (iii) the effect of uncertainty on mean flow streamlines at steady state and (iv) an investigation
6.4.1 Computational details

The lid-driven cavity problem is addressed here as a transient problem. The computational domain comprises of $65 \times 65$ bilinear quadrilateral elements. The simulation was carried out until steady state was achieved at around $t \approx 20$ s. The lid velocity is modeled as a random variable with a uniform distribution $U[0.9,1.1]$. This amounts to uncertainty level in lid velocity of about 10% of the mean. The kinematic viscosity is deterministic and taken as $\nu = 0.0025$. Since the uncertainty in lid velocity manifests as uncertainty in Reynolds number, the stochastic simulation tries to capture the effects of a range of flow regimes around a mean Reynolds number of 400 in one simulation.

6.4.2 Discussion of results

Since the lid velocity is modeled as a uniform random variable, Legendre-chaos (LCE) expansions were used to represent the velocity and pressure solutions. For the level of uncertainty considered, the convergence in mean and standard deviation were observed for second-order Legendre-chaos representation. The comparison of mean mid-plane quantities with the deterministic simulation results are shown in Fig. 13. The benchmark solution by Ghia et al. [49] have also been included in Figs. 13(c) and (e). It should be emphasized that the...
mean flow Reynolds number (here 400) and the Reynolds number used for the
deterministic simulations should be the same. It can be observed that the mean
stochastic solution is less than the corresponding deterministic solution. This
outcome has been attributed to the extra diffusion added due to uncertainty
effects [14–16]. Though there is no initial uncertainty in pressure solution,
the first-order coefficient in LCE expansion of the pressure is around 16% of
the mean pressure. This indicates that the uncertainty propagation in such
systems is highly nonlinear and that uncertainty in any input quantity can
dramatically affect the uncertainty in any other output quantity.

We now compare the mean pressure and mean streamline contours for the
stochastic solution and deterministic solution at steady state. The contours
are plotted in Fig. 14. It can be noted that the small recirculation zone at the
bottom left of the lid is not captured by the stochastic simulation. Further,
the maximum values of the streamfunction are −0.1 for the stochastic solution
and −0.112 for the deterministic solution. Ghia et al. provide −0.1139 as the
maximum streamfunction value [49].

6.5 Flow past a circular cylinder - wake flow

This problem is the classical example of flow past bluff bodies. The alternate
shedding of vortices in the near wake leads to large pressure fluctuations that
can cause structural vibrations and unacceptable noise levels. Hence, the in-
vestigation of dynamics in the cylinder wake is an important problem from
engineering standpoint.

A schematic sketch of the problem domain is shown in Fig. 15. Based on the
dimensions shown, the Reynolds number is defined as follows \( \text{Re} = \frac{U_0 L}{\nu} \), where
\( U_0 \) is the far field fluid velocity. The nature of vortex dynamics in the cylinder
wake is closely linked to the Reynolds number. Thus any uncertainty in \( U_0 \) has
considerable effect on the flow pattern in the cylinder wake. The simulation is
carried out with a mean Reynolds number of \( E[\text{Re}] = 100 \). In this case, the
flow is completely in the laminar vortex shedding regime.

6.5.1 Computational details

The computational domain shown in Fig. 15 comprises of 2000 bilinear quadri-
lateral elements. The simulation was carried out for \( t = 180 \text{ s} \) with a time
stepping of 0.03 s. The inlet velocity is assumed to be a uniform random
variable with a probability distribution \( U[0.9, 1.1] \). The kinematic viscosity
is deterministic given as \( \nu = 0.01 \). No uncertainty is considered in the initial
conditions. The outflow boundary is assumed to be traction-free.
Fig. 13. Lid driven cavity: comparison between mid-plane quantities with deterministic results and plots of higher order coefficients in Legendre chaos expansion of solution at the midplane (a) mid-plane mean pressure, (b) second and third term in LCE expansion of mid-plane pressure, (c) mid-plane mean $x$-velocity, (d) second and third term in LCE expansion of mid-plane $x$-velocity, (e) mid-plane $y$-velocity, (f) second and third term in LCE expansion of mid-plane $y$-velocity.
Fig. 14. Lid driven cavity: steady state contours for (a) the mean pressure, (b) the deterministic pressure, (c) the mean streamlines and (d) the deterministic streamline pattern.

It is interesting to note that the vortex shedding is initiated by the higher-order terms in the Legendre chaos expansion of the solution (velocity and pressure). Figs. 16a and 16b show that the first-order term in LCE of pressure has already entered the periodic vortex shedding regime when the mean pressure just starts exhibiting the transition to the vortex shedding regime. It is thus very important to ensure that the higher order terms are calculated accurately. Typically, due to the relatively high uncertainty level considered (10% fluctuation about the mean value), the convergence of the solver for higher order terms is severely tested. Typically the number of GMRES restarts were 7 to 10 times more than the number of restarts in the steady solution regime. The dimension of Krylov subspace for GMRES iterations was doubled from 30 to 60 for the vortex-shedding regime. Further investigation of effective preconditioners for solution of systems arising from the method is warranted.

For the sake of comparing our results with those of a deterministic flow past a circular cylinder simulation we ran a deterministic simulation with Reynolds
number 100 and with all other simulation parameters (grid, time stepping) remaining the same. The results at \( t = 144 \text{ s} \) are shown in Figs. 17 to 19. The mean pressure contours at \( t = 144 \text{ s} \) in Figs. 17(a) and (b) show interesting details. The stochastic mean pressure is out of phase with the deterministic pressure. This can be noticed by the shedding pattern in the wake region. Further, the near wake effects decay faster for the stochastic mean pressure. This is observed by the decay of eddies nearer to the cylinder than in the case for deterministic simulation. It can be observed that the streamline patterns for mean velocity components Figs. 18(a) and (b) also show considerable difference. Also, the deterministic streamlines indicate a stronger circulation in the near wake region than for the stochastic mean component. This can be argued by the nature of the stochastic velocity behind the cylinder wake. Variation in Reynolds number typically causes a change in the location of vortices behind the cylinder wake. Thus, averaging the velocities obtained over a range of Reynolds numbers will cause the vortices to be smoothed out. The comparison of velocity components for the deterministic simulation and the stochastic simulation are shown in Figs. 19(a) and (b). Again differences can be observed in magnitude and phase in both velocity components. The velocity spectrum calculated using FFT (Fig. 20) of mean velocity is considerably broad. This is in contrast with the deterministic simulations where a sharp shedding frequency is obtained. The dominant frequency however is nearly the same as the deterministic vortex shedding frequency. A value of 0.162 was obtained for the Strouhal number based on mean velocity. This analysis of velocity spectrum is however a guideline and does not explain the essential dynamics of the uncertainty propagation. It can be observed that though the uncertainty in inlet velocity amounts to 10% fluctuation about the mean value, the pressure

Fig. 15. Problem definition and computational domain for the flow past a circular cylinder example.
Fig. 16. Flow past a circular cylinder: (a) mean pressure and (b) first-order term in Legendre chaos expansion of pressure at $t = 79.2$ s.

fluctuation after the onset of vortex shedding is about 35% of the mean value (see Figs. 21(a) and (b)). This stresses the need for maintaining accuracy of the higher-order LCE terms since they are comparable to the mean solution and hence play an essential part in the governing dynamics of the system.

7 Conclusions

A stabilized finite element framework has been developed based on the variational multiscale method with algebraic subgrid modeling for the solution of the linear stochastic scalar advection-diffusion equation and the incompress-
Fig. 17. Flow past a circular cylinder: mean pressure contours at $t = 144$ s (a) stochastic simulation (b) deterministic simulation.

A parallel finite element implementation using cluster specific implementation of BLAS I and BLAS II and a preconditioned parallel GMRES solver with restart capability were developed for parallel solution of the coupled stochastic partial differential equations. Though the computational effort involved with the proposed method is an order of magnitude higher than that of a deterministic problem, it was still found to be two orders of magnitude faster than the Monte Carlo simulation for advection-diffusion problems.
Fig. 18. Flow past a circular cylinder: mean streamline pattern at $t = 144$ s (a) stochastic simulation (b) deterministic simulation.

The computational methodology, however, can be refined in the following areas:

- The convergence rate of the GMRES solver in transient problems like flow past a circular cylinder (on the onset of vortex shedding) went down drastically. New preconditioning strategies need to be developed to this end.
- The solution scheme still suffers from curse of dimensionality. If the input has a steeply decaying covariance kernel, a higher dimensional Askey chaos polynomial representation is needed for the solution. This places a computational constraint on available algorithms.
- Though Askey chaos is well suited for a variety of probability distributions, if the input probability model is derived from experimental data, Askey
Fig. 19. Flow past a circular cylinder: comparison of deterministic velocity components with the mean of the stochastic velocity components along the centerline in the cylinder wake region.

Fig. 20. Flow past a circular cylinder: mean velocity spectrum (dc component not shown).

chaos may not be sufficient to ensure exponential convergence in probability distribution. Some of our current research efforts are addressing these limitations.

- Finally, convergence results for the spectral stochastic finite element method and more specifically for the presented stochastic variational multiscale method have not yet been established. This is an area of significant importance to the future development and use of these techniques.
Fig. 21. Flow past a circular cylinder: higher-order Legendre chaos terms for stochastic pressure solution at $t = 144$ s (a) first order term and (b) second order term.
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